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Abstract

Adversarial robustness has attracted extensive studies

recently by revealing the vulnerability and intrinsic char-

acteristics of deep networks. However, existing works on

adversarial robustness mainly focus on balanced datasets,

while real-world data usually exhibits a long-tailed distri-

bution. To push adversarial robustness towards more real-

istic scenarios, in this work we investigate the adversarial

vulnerability as well as defense under long-tailed distribu-

tions. In particular, we first reveal the negative impacts

induced by imbalanced data on both recognition perfor-

mance and adversarial robustness, uncovering the intrinsic

challenges of this problem. We then perform a systematic

study on existing long-tailed recognition methods in con-

junction with the adversarial training framework. Several

valuable observations are obtained: 1) natural accuracy is

relatively easy to improve, 2) fake gain of robust accuracy

exists under unreliable evaluation, and 3) boundary error

limits the promotion of robustness. Inspired by these obser-

vations, we propose a clean yet effective framework, RoBal,

which consists of two dedicated modules, a scale-invariant

classifier and data re-balancing via both margin engineer-

ing at training stage and boundary adjustment during in-

ference. Extensive experiments demonstrate the superiority

of our approach over other state-of-the-art defense meth-

ods. To our best knowledge, we are the first to tackle adver-

sarial robustness under long-tailed distributions, which we

believe would be a significant step towards real-world ro-

bustness. Our code is available at: https://github.

com/wutong16/Adversarial_Long-Tail.

1. Introduction

Despite the great progress on a variety of computer vi-

sion tasks, deep neural networks are found to be vulnerable

to minor adversarial perturbations [38], i.e., easily misled

to make incorrect predictions. The existence of adversarial

examples reveals a non-negligible security risk to modern

computer vision models, with extensive efforts devoted to
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Figure 1. Upper: A long-tailed data distribution induces decreas-

ing natural and robust accuracy from head to tail and a magnified

“sacrifice” of natural accuracy especially to tail classes when ad-

versarial training is applied. Lower: Evaluation results on two

metric dimensions, including a number of long-tailed recognition

methods combined with adversarial training, several state-of-the-

art defense methods, and our RoBal in a region with trade-off.

improving adversarial robustness.

Existing adversarial robustness research mainly focuses

on balanced datasets such as MNIST, CIFAR, and Ima-

geNet [12]. Nevertheless, real-world data usually exhibit

a long-tailed distribution [40, 11], which brings challenges

not only to the recognition tasks themselves but also to ro-

bustness against adversarial attacks. The former has been

attracting increasing attention recently, with a number of al-

gorithms [24, 16, 51, 7, 2, 44] proposed to tackle the issue;

On the other hand, the latter remains largely unexplored.
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To cast light on the challenges of adversarial robustness

in long-tailed recognition (LT), we first perform an intu-

itive comparison between networks trained on the balanced

and long-tailed versions of CIFAR-10, respectively. Apart

from normally trained models, we also adopt the adver-

sarial training (AT) framework [25], which is one of the

most effective and widely used defense methods, to provide

the basic adversarial robustness for the networks. Per-class

classification recalls are evaluated on clean images and im-

ages permuted by PGD attack [25], denoted by natural ac-

curacy Anat and robust accuracy Arob, respectively. Anat

is evaluated on both plain models and AT-trained models,

while Arob is performed only on the latter. Results are vi-

sualized in Fig. 1. There are three main observations from

the comparison: 1) Anat on plain models drops from head

to tail, which is exactly what traditional long-tailed recogni-

tion aims to solve. 2) A similar decreasing tendency reason-

ably occurs in Arob. 3) It is worth noting that Anat drops

more significantly at the tail when adversarial training is

applied, indicating that the well-known “sacrifice” of the

natural accuracy induced by adversarial training is further

magnified for tail classes under a long-tailed distribution.

To form a better understanding of the problem, the re-

lationship between natural and robust accuracy can be con-

nected by boundary error Rbdy [50] as:

Arob = Anat −Rbdy, (1)

where Rbdy represents how likely the features of clean and
correctly predicted inputs are close to the ǫ-extension of the

decision boundary. It represents the gap between the two

forms of accuracy and indicates the vulnerability of samples

against adversarial attacks.

Hence, to achieve improvement on both recognition per-

formance and adversarial robustness, a natural idea is to

raise Anat while keeping a small value of Rbdy . Specifi-

cally, on the one hand, we are able to address the issue of

imbalance in data distribution via re-balancing strategies,

thus we conduct a systematic study of currently widely used

long-tailed recognition approaches to explore the proper

combinations of these methods and the adversarial train-

ing framework. On the other hand, we would analyze why

a normalized embedding space promotes model resistance

against attacks, and then a scale-invariant classifier is in-

troduced to replace the final linear layer. The idea of data

re-balancing is then well aligned with the cosine classifier

by the cooperation of class-aware and pair-aware margins

during training and boundary adjustment at inference.

Note that the imbalance in data distribution and the de-

ficiency in sample numbers are two issues induced simulta-

neously when we turn to long-tailed datasets instead of the

artificially balanced ones. Although the importance of data

scale in adversarial robustness has been widely studied [33],

we mainly focus on the problem of imbalance in this paper.

We study the effect of them separately in Sec 5, verifying

that eliminating prediction priors is crucial to reducing the

vulnerability of tail classes under attack.

Our contributions are as follows: 1) To our best knowl-

edge, we are the first to tackle adversarial robustness under

long-tailed distribution, which we believe would be a signif-

icant step towards real-world robustness. 2) We conduct a

systematic study on existing long-tailed recognition meth-

ods and their adoption into the adversarial training proce-

dure. Important insights are gained based on experimental

observations. 3) We further develop a clean yet effective

approach, RoBal, that achieves state-of-the-art performance

on both natural and robust accuracy.

2. Related Works

Long-Tailed Recognition. To tackle the long-tailed recog-

nition problem, traditional re-balancing approaches include

re-sampling [5, 15, 12, 36, 1] and re-weighting [7, 1]. How-

ever, these methods may suffer from the issue of under-

representing major classes and over-fitting minor ones. To

mitigate these negative impacts, more flexible usages of

the basic methods were proposed, such as decoupled train-

ing [16, 51] and deferred re-balancing schedule [2], respec-

tively, and they are proved to be more effective. Further,

recently proposed approaches address class-specific prop-

erties by perspectives like margin [2], bias [30, 27], tem-

perature [47] or weight scale [16, 19], and some of these

methods can be either adopted to the whole training process

or in a post-processing manner. Another trend of works fo-

cuses on sample-specific properties via hard example min-

ing [22] or sample-aware re-weighting strategies leverag-

ing meta-learning [31, 14, 37]. Besides, several recent ap-

proaches propose to transfer knowledge from head to tail

through memory module [24], inter-class feature transfer-

ring [23], and “major-to-minor” translation [20]. In this

paper, we would revisit and summarize a number of these

methods and explore their effective combination with ad-

versarial training in Sec. 3.

Adversarial Robustness. Plenty of adversarial defense

methods have been proposed to tackle the problem of adver-

sarial vulnerability. Among them, adversarial training [25]

is one of the most effective and reliable strategies. Improve-

ments have been made based on the AT framework via the-

oretical analysis and loss function examination [50, 42, 8].

Many efforts have also been devoted to exploring differ-

ent training mechanisms such as metric learning [26], self-

supervised learning [13], and semi-supervised learning [4].

Since AT is of the high computational cost and time con-

sumption, another line of works [35, 43, 49] was proposed

to accelerate the training procedure. Besides, some general

strategies were revealed to be critical to the robustness per-

formance such as label smoothing [34], early stop [32], dif-

ferent activation functions [46], batch normalization [45],

and embedding space [29]. Most recently, Pang et al. [28]
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Table 1. A systematic study of current LT strategies combined with AT framework, detailed explanations are to be included in Sec.A.3.

Green, red, and blue denote impressive Anat, unreliable evaluation of Arob under PGD attack, and the smallest Rbdy , respectively.

Stage Methods Formulation Clean PGD AA Gap

Train

Vanilla FC gi = WT
i f(x) 62.33 29.30 28.15 34.18

Vanilla Cos gi = W̃T
i f̃(x) 56.59 29.38 27.23 29.36

Class-aware margin [2] gi = WT
i f(x)− ✶{i = y} · δi 63.24 29.81 28.70 34.54

Cosine with margin [41] gi = W̃T
i f̃(x)− ✶{i = y} ·m 58.47 31.73 28.45 30.02

Class-aware temperature [48] gi = WT
i f(x) · (ni/nmax)

γ 73.11 30.12 28.62 44.49

Class-aware bias [27, 30] gi = WT
i f(x) + τ log(ni) 74.46 32.45 30.55 43.91

Hard-exmaple mining [22] r(y) = (1− py)
γ

, applyed with BCE loss 62.07 30.73 28.12 33.95

Re-sampling [36] rs(i) ∝ 1/ni 58.62 25.06 24.25 34.37

Re-weighting [7] r(y) = (1− β)/(1− βn
y ) 64.33 34.53 29.01 35.32

Fine-tune

One-epoch re-sampling [16] hi = W ′T
i f(x), W

′

i re-trained with RS 70.88 29.81 28.59 42.29

One-epoch re-weighting [2, 7] hi = W ′T
i f(x), W

′

i fine-tuned with RW 71.72 32.34 28.25 43.47

Learnable classifier scale [16] hi = si ·W
T
i f(x), where si is learnable 69.63 28.81 27.99 41.64

Inference

Classifier re-scaling [48, 19] hi = (Wi/n
τ
i )

T f(x) 73.84 39.05 28.23 45.61

Classifier normalization [16] hi = (Wi/ ‖Wi‖
τ )T f(x) 72.70 36.57 29.77 42.93

Class-aware bias [27] hi = WT
i f(x)− τ log(ni) 74.25 31.95 30.45 43.80

Feature disentangling [39] hi = WT
i (f(x)− α cos(f(x), d) · d) 71.16 32.69 30.48 40.68

and Gowal et al. [10] made systematic studies on the effect

of basic training settings and some other choices, including

model size, data, loss, and activation functions, respectively.

Our method is also built on the AT framework, while we fo-

cus on the long-tailed training data distribution to explore

how it affects the accuracy and ways for improvement.

3. Long-tailed Recognition with Defense

In this section, we first briefly introduce the adversar-

ial training (AT) framework. Then we conduct a system-

atic study on some popular long-tailed recognition (LT)

strategies and explore their proper combination with the AT

framework, where the effectiveness is evaluated by Anat,

Arob, and Rbdy . We further reveal a fake increase of ro-

bustness that could be induced under unreliable evaluation.

Finally, valuable knowledge from the study is summarized

and inspires us to develop our method in Sec. 4.

3.1. Adversarial Training Preliminaries

Adversarial training, as one of the most effective defense

methods, is adopted as the basic framework to maintain ba-

sic robustness in this paper. The standard AT and its variants

can be formulated as a mini-max problem:

min
θ

E(x,y)∼D [LT (θ;x+ δ, y)] ,

where δ = argmax
δ∈B(ǫ)

LA(θ;x+ δ, y).
(2)

The inner optimization aims to find effective adversarial ex-

amples by maximizing LA, and the outer optimization up-

dates network parameters to minimize the training loss LT .

The standard AT proposed by Madry et al. [25] uses Cross-

Entropy loss(CE) for both LA and LT , while we would ex-

plore the effects of different choices in this paper.

3.2. Revisiting Longtailed Recognition Methods

Preliminaries. The LT methods, who could be naturally

combined with the AT framework, can be categorized into

three phases based on different applying stages: training,

fine-tuning, and inference, as summarized in Table 1. The

evaluation metrics include the accuracy of the clean images

and permuted images under PGD-20 [25] and Auto-Attack

(AA) [6]. Details are to be introduced in Sec. 5. We also

report the gap between clean accuracy and Auto-Attack ac-

curacy for a better view of boundary error.

Notifications. Suppose there are C classes in total with

ni, i ∈ {1, 2, ..., C} samples for class i. We denote f(x)
as the deep feature extracted from image x and W =
[W1, ...,WC ] as the classifier weight vectors. And the nor-

malized weight vectors and features are denoted as W̃i =

Wi/ ‖Wi‖ and f̃(x) = f/ ‖f‖.

Training Stage. Methods applied to training stage include

class-aware re-sampling [36, 24, 16, 51], and several cost-

sensitive learning approaches. We denote the sampling fre-

quency for class i as rs(i) in Table 1. Cost-sensitive learn-
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ing methods usually modify the loss function by introduc-

ing class-specific parameters like weight (CB [7]), margin

(LDAM [2]), bias (LA-train [27], Balanced Softmax [30]),

and temperature (CDT-train [47]). A hard example examin-

ing method (Focal [22]) is also included here although it is

applied with binary cross entropy loss. A general loss func-

tion for the cost-sensitive methods above with CE loss can

be formulated as:

L′
CE(W ; f(x), y) = −rw(y) · log(

ezy∑
i e

zi
),

where zi = gi(Wi, f(x)),

(3)

where g(W, f(x)) denotes the logit before softmax, and
rw(y) is a re-weighting factor for class y. The widely used

linear classifier would have gi(Wi, f(x)) = WT
i f(x) + bi.

Different methods on training would have different g func-

tions, which are listed in Table 1 ( bi is omit for simplicity).

L′
CE can be adopted to AT procedure in three modes:

replacing the CE in LA, LT , or both of them, where LA

and LT would affect the optimization of the adversarial ex-

amples and network parameter updating, respectively. We

empirically observed that modifying LT has a more con-

spicuous influence on the results. Thus results reported here

are conducted with the second mode. We present a more de-

tailed study in the supplementary material Sec. ??.

Fine-tuning Stage. Fine-tuning based methods propose to

re-train [16] or fine-tune the classifier via data re-balancing

techniques with the backbone frozen, which take advan-

tage of the idea of decoupling the learning of representa-

tion and classifier. We empirically find out that one-epoch

of fine-tuning with class-aware sampling or re-weighting

would remarkably raise Anat while more steps make little

difference. A similar conclusion is drawn when only weight

scales si are learned at this stage (LWS [16]).

Inference Stage. LT methods applied at the inference stage

based on a vanilla trained model would usually conduct

a different forwarding process from the training stage to

address shifted data distributions from train-set to test-set.

Specifically, we denote h(W, f(x)) as the logit producing

function on inference, and the prediction is performed by:

argmax
i∈[C]

hi(Wi, f(x)), (4)

We consider four post processing methods in this paper
including classifier normalization (τ -norm [16]), classifier

re-scaling based on sample numbers (CDT-post [48, 19]),

feature disentangling (TDE [39]), and logit adjustment (LA-

post [27]), as shown in Table 1.

3.3. Analysis and Takeaways

Here we summarize some of the key observations and

knowledge revealed by the empirical study, including the

effectiveness of LT methods on natural accuracy, the chal-

lenge to robustness evaluation reliability induced by some

LT strategies, and the importance of boundary error for ro-

bust accuracy.

Natural accuracy is easy to improve. According to the

results in Table 1, a number of LT strategies are proved

effective in improving Anat, as marked in green. We can

either apply a cost-sensitive loss in outer minimization LT

during the whole training stage, or leverage fine-tuning and

post-processing to boost the performance with little extra

computational cost. This indicates that both re-balancing

strategies applied during the training process and boundary

adjustment at inference time positively impact Anat, which

inspires the development of our method in Sec. 4.

Fake improvement exists for robust accuracy evalua-

tion. It is noticeable that methods based on classifier nor-

malization [16] and re-scaling [48, 19] achieve impressive

robust accuracy under PGD-attack, as marked in red, while

the AA evaluated results remain ordinary. This is due to

the sensitivity of PGD attack to both logits stretching and

compressing, which is worth attention.

Consider a uniformly re-scaled classifier W ′
i = Wi/10

κ

at inference time, where logit scales and κ are negatively

correlated. As shown in Fig. 2, Anat is not effected since

the re-scaling operation by 10−κ > 0 does not change the

ordering; AA evaluated Arob is also invariant to scaling

which can be seen as a reliable evaluation of robustness;

while PGD robustness exhibits a minimum at κ ≈ 0 and

increases as κ leaves zero on both sides.

The reason lies in the updating of PGD attack, which is

based on the gradient produced by the inner CE loss:

∇f(x)LCE(W ; f(x), y) = −∇f(x)zy +
∑

i

pi∇f(x)zi

=
∑

i 6=y

pi(Wi −Wy).

(5)

The vectors Wy to Wi with i 6= y are weighted by softmax

produced prediction confidence, pi, which is effective by

focusing more on easily confused classes. But the sensitiv-

ity of softmax to both the absolute and relative values of its

components leads to two kinds of fail cases of PGD.

1) Gradient vanishing. The false sense of security due

to gradient vanishing is not new knowledge [3, 6]: a cor-

rectly predicted clean image with y = argmaxi zi would

gain py ≈ 1 and pi ≈ 0(i 6= y) when all logits are scaled

up, leading to zero gradient as in Eqn. 5. We calculate the

ratio of zero in gradient at pixel level during the PGD up-

dating following [6], and it converges to the same level as

Anat rather than 100% in their paper (Fig. 2).

2) Direction averaging. On the other side, compressed

logits lead to averaged softmax outputs, where pi ≈
1/C, and the updating direction becomes ∇f(x)LCE =
1
C

∑
i Wi −Wy = W −Wy , pointing from Wy to the av-

eraged weight vector W . It only depends on y and fails
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Figure 2. Anat and Arob under AA are invariant to logit scaling,

while Arob under PGD is easily over estimated when using weight

operation based LT methods. The zero in gradients occurs on orig-

inally correctly predicted images with logit stretching.

to take sample-specific properties into consideration; and

since it is fixed throughout the inner maximization proce-

dure of Eqn. 2, the iterative attack actually degenerates to be

single-step. Consequently, the attack is weakened to some

extent so that Arob gradually converges to a fixed value as

κ goes up, leading to fake gain of performance that weight

operation based methods suffer from.

Boundary error matters for robust accuracy. When eras-

ing the false sense of security, the reliable Arob under AA in

Table 1 seems not significantly affected as Anat raises. In

fact, a huge gap between natural and robust accuracy is ob-

served, and it continuously widens as the former improves,

which can be reflected by the term Rbdy
1 in Eqn. 1. The

phenomenon exposes the importance of controlling Rbdy in

order to improve both Anat and Arob, which is an issue

that many LT methods do not promise to solve. However,

we found that cosine classifier based methods could benefit

from a relatively smaller Rbdy compared with linear clas-

sifiers. One evidence is that in Table 1, the model trained

with a vanilla cosine classifier exhibits the lowest gap be-

tween Anat and Arob under AA, marked in blue in the last

column. We would analyze the reason behind it in the next

section and how to take advantage of its good property.

4. Methodology

Earlier discoveries cast light on two key factors of solv-

ing this challenging problem: 1) a proper feature and clas-

sifier embedding helps to achieve a lower boundary er-

ror Rbdy , and 2) the combination of long-tailed recogni-

tion (LT) methods with adversarial training (AT) framework

would benefit Anat. Hence, we propose a clean yet effec-

tive approach which consists of two components, i.e. scale-

invariant classifier and two-stage re-balancing, to achieve

Robust and Balanced predictions, namely RoBal.

C
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t
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n
t

Scaling Ratio

Feature Norm Scaling Ratio after Attack Classifier L2-norm

Class Index

Figure 3. Left: the feature norm distribution shifts after adver-

sarial attack, the successfully attacked samples statistically have a

larger scaling factor than those that stay robust; Right: the classi-

fier weight norm roughly decreases towards the tail classes.

4.1. Scaleinvariant Classifier

In a basic classification task using a standard linear clas-

sifier, the predicted logit of class i can be represented as:

WT
i f(x) + bi = ||Wi|| · ||f(x)|| cos θi + bi, (6)

where we can see that the prediction depends on three fac-

tors: 1) the scale of weight vector ||Wi|| and feature vector

||f(x)||; 2) the angle cos θi between them; and 3) the bias

of the classifier bi. In this section we would focus on the

first factor to show the importance of being scale-invariant.

Firstly, the decomposition above indicates that the pre-

diction of a sample can be changed by simply scaling its

norm in the feature space. We consider this to be one

of the schemes adversarial examples use to confuse the

model, leading to different feature norm distributions be-

tween “successfully attacked” and “robust” samples. To

be specific, the originally correctly predicted images can be

separated into two groups by whether the attack is success-

ful. We then calculate the scaling ratio ‖f(x+ δ)‖ / ‖f(x)‖
between each attacked and clean input pair. We could ob-

serve different distributions of the two groups in Fig. 3,

where a successful attack is more likely to happen with a

relatively higher scaling ratio.

Besides the feature embedding, the scales of the weight

vectors ||Wi|| in a linear classifier would also induce prob-

lems to the long-tail scenario. Specifically, they usually de-

crease towards the tail classes as shown in Fig. 3, which is

also observed in previous works [16, 19]. Different weight

scales result in biased decision boundaries (Fig. 4) and hurt

recognition performance. This could be alleviated by ad-

justing the class-specific bias. But it still suffers from a high

1The case that a wrong prediction being “corrected” after the attack

rarely happens, so Rbdy can be basically reflected by Anat −Arob.
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some mistakes; feature norm scaling can result in a successful at-

tack; (c): margin construction with hyper-parameters ignored for

simplicity; (d): boundary adjustment at inference stage.

adversarial risk even after boundary adjustment considering

the varying feature norm, as shown in Fig. 4

Based on the observation and analysis, a natural idea is

to remove the influence of scales from both the features and

weights. Therefore, a scale-invariant classifier, e.g., cosine

classifier that limits the vectors to a hyper-sphere [29], could

be a proper choice. The benefit of it reducing Rbdy has been

revealed in Table 1. And we would further introduce how

to address the issue of imbalance via its combination with

re-balancing strategies.

4.2. Twostage Rebalancing

Based on the normalized features and classifier weights,

we further consider the problem of long-tailed data distri-

bution. Recall the knowledge we gain from Sec. 3, where

significant natural accuracy gain via effective elimination

of imbalance can happen either during training or simply

at inference time. Accordingly, we propose a two-stage

re-balancing framework in this section, which exactly fo-

cuses on the other two factors in Eqn. 6, namely cos θi and

bi: 1) margins introduced to the cosine classifier at train-

ing stage promote a more compact representation learning,

where both class-aware and pair-aware margin engineering

would boost network performance in our long-tailed sce-

nario; 2) boundary adjustment at inference stage further

tackles the issue of higher variance and deviation in tail

classes. Different cases of the compensation and cooper-

ation between them is explored in ablation study in Sec. 5.

Class-aware Margin on Training. A straight forward and

widely used idea to take class imbalance into consideration

is to assign class-specific bias in the CE loss during train-

ing. Following Ren et al. [30] and Menon et al. [27], we

adopt the form of bi = τb log(ni), and the modified CE

Loss becomes:

L0 = − log(
ezy+by

∑
i e

zi+bi
) = log(1 +

∑

i 6=y

e
zi−zy+τb log(

ni
ny

)
),

(7)

where τb is a hyper-parameter controlling the bias value cal-

culation. However, on considering the formulation in the

manner of margin, we find that the margin from the ground

truth class y to class i, namely τb log(ni/ny), would be-

come negative when ny > ni, leading to less discriminat-

ing representation and classifier learning of head classes.

To deal with the issue, we further add a class-aware margin

term together with the pre-defined bi, which assigns a larger

margin value to the head class in compensation:

mi =
τm
s

log
ni

nmin

+m0. (8)

Here the first term would increase along with with ni while

achieving its lowest at zero when ni = nmin, and τm is the

hyper-parameter to control the trend; the second term m0 >
0 is a uniform margin for all classes, as is a commonly used

strategy for cosine classifier based networks [41]; s repre-

sents a temperature here to expand the value range of the

cosine outputs, which helps to present a more clearly for-

mulated loss function as below:

L1 = − log

(
es(cos θy−my)+by

es(cos θy−my)+by +
∑

i 6=y e
s cos θi+bi

)

= log(1 +
∑

i 6=y

es(cos θi−cos θy+myi)),

(9)

where cos θi = W̃T
i f̃(x), and

myi =
τb
s
log(

ni

ny

) +
τm
s

log(
ny

nmin

) +m0

=
(τb − τm)

s
log(

ni

ny

) +
τm
s

log(
ni

nmin

) +m0.
(10)

Notice that we here adopt W̃i = Wi/(||Wi|| + γ) here,

which is slightly different from Sec. 3 while we empirically

find it able to produce slightly better performance. The first

line of formulation in Eqn. 10 constructs the margin be-

tween ground truth class y and a negative class i: a com-

position of a pair-aware margin log(ni/ny) scaled by τb, a

class-aware margin log(ni/nmin) scaled by τm, and a uni-

form m0, as shown in Fig. 4. While The second line reveals

a more direct relationship to the data distribution: ny occurs

only in the first term to assign a larger margin to tail classes

when τb − τm > 0. It encourages a more compact and

discriminating learning on them and especially benefits the

imbalance learning process. We would show how each term

effects the training in the ablation study.

Class-specific Bias on Inference. With a normalized clas-

sifier, the decision boundary is naturally unbiased at infer-

ence time. However, the sparse data distribution in the tail
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Table 2. Experimental results on CIFAR-10-LT and CIFAR-100-LT with WideResnet-34-10.

Dataset CIFAR-10-LT CIFAR-100-LT

Methods Clean FGSM PGD MIM CW AA Clean FGSM PGD MIM CW AA

Plain 77.16 7.01 0.00 0.00 0.00 0.00 62.29 3.94 0.00 0.00 0.00 0.00

AT [25] 62.33 33.57 29.30 30.02 30.31 28.15 48.96 21.06 17.26 17.80 17.65 16.26

TRADES [50] 54.29 32.80 30.20 30.53 29.58 28.94 43.71 23.06 21.13 21.42 19.49 18.68

HE [29] 58.47 35.17 31.73 32.26 29.96 28.45 48.63 23.06 19.56 20.28 19.20 17.60

MMA [8] 61.51 36.40 29.29 30.38 29.59 25.91 54.98 19.65 13.52 13.98 12.35 14.54

AVmixup [21] 66.97 33.90 28.40 29.67 26.43 24.39 52.45 23.28 19.04 20.78 14.82 12.60

RoBal-N 75.52 40.04 33.50 34.57 33.68 31.72 51.63 22.81 19.01 19.50 19.42 18.16

RoBal-R 74.51 40.55 33.87 34.92 34.12 32.04 50.38 23.59 19.48 20.13 20.16 18.69

leads to higher uncertainty [18] and feature deviation [48],

while head classes would benefit from a more compact fea-

ture embedding and concise classifier learning. As a result,

when using a uniform margin m0 with τb = τm = 0 dur-

ing training, we can still observe an obvious decrease in the

recall of the tail classes. Thus a post processing strategy to

adjust the cosine boundary is still needed, as can be formu-

lated as a dual process to the pre-defined bi during training

in Eqn. 8. τp is introduced here and the inference becomes:

argmax
i∈[C]

s · cos θi − τp log(
ni∑
j nj

) (11)

Actually, when class-specific margins are added along with

the uniform one, the dependence on boundary adjustment is

eliminated, as to be explored in Sec. 5.

Regularization Term. Finally, inspired by the some of the

well-known AT variants [17, 50, 8], an additional regular-

ization term between the paired features or logits produced

by the clean and perturbed images would further promote

the robustness performance. Different kinds of regulariza-

tion terms can be easily adopted into the training frame-

work via modification on the loss function, and we follow

Zhang et al. [50] to take advantage of a KL-divergence term,

and the overall loss function become:

L = L1(x+δ, y)+α ·KL( W̃T
i f̃(x+δ), W̃T

i f̃(x)) (12)

where δ is the perturbation generated by inner maximiza-

tion guided by a plain cross-entropy loss, performed on the

direct outputs of the cosine operation without margins.

5. Experiments

Datasets. We conduct experiments on the long-tailed ver-

sions of CIFAR-10 and CIFAR-100 following [7]. Imbal-

ance Ratio (IR) in the main experiments is set as 50 and 10,

respectively. Experimental results with various IRs are also

provided in Table 4.

Evaluation Metrics. On evaluating model robustness, the

allowed l∞ norm-bounded perturbation is ǫ = 8/255. At-

tacks conducted include the single-step attack FGSM [9]

and several iterative attacks including PGD, MIM, and

C&W performed for 20 steps with a step size of 2/255. We

also use the recently proposed Auto Attack (AA) [6] which

is an ensemble of different attacks and is parameter-free.

Comparison Methods. We compare our method with sev-

eral state-of-the-art defense methods besides the standard

AT [25], including TRADES [50], MMA [8], HE [29],

and AVmixup [21], among which AVmixup [21] is re-

implemented and the others are evaluated with the officially

released code. Implementation details on our network

training, hyper-parameter setting, and attacking algorithms

are included in the supplementary material.

5.1. Comparison Results

The comparison with other defense methods is reported

in Table 2. Since a trade-off between Natural and Robust

accuracy usually exists, we report our results with different

emphasis, denoted by RoBal-N and RoBal-R, respectively.

The setting of hyper-parameters to control the trade-off can

be found in Sec.A. On CIFAR-10-LT, our method signif-

icantly outperforms all the compared ones on both Anat

of clean images and Arob under five different attacks. On

CIFAR-100-LT, TRADES [50] and RoBal achieve compa-

rable results on robust accuracy. However, they signifi-

cantly sacrifice the performance on Anat, while our method

also consistently boosts Anat compared with AT baseline.

AVmixup [21] and MMA [8] (on CIFAR-100-LT) achieve

decent Anat while suffering from the poor robust perfor-

mance under AA. It is noted that the overall improvement in

CIFAR-100-LT is less significant than CIFAR-10-LT, pos-

sibly due to the smaller imbalance ratio or the increase of

class number; thus we also provide preliminary results on

ImageNet-LT [24] with 1000 classes in Sec.B.4.

5.2. Ablation Study

Here we explore the effect of hyper-parameters during

the two-stage re-balancing. We mainly discuss three terms

according to Eqn. 10, namely m0, τb − τm, and τm. We

change the critical variable while fix the others for analysis

as shown in Table 3. Several interesting observations in-

clude: 1) a proper m0 > 0 leads to higher Arob yet lower
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Figure 5. Results under different data scales and distributions.

Anat at both stages; 2) a higher τb − τm promotes natural

accuracy at the end of training stage, yet a peak is observed

for robustness; 3) a larger τm helps reduce the boundary er-

ror Rbdy , while it could hurt Anat if set too large. Please

refer to the supplementary for more experimental results.

Table 3. Effect of hyper-parameters. We fix τm = τb = 0 in block

1, m0 = 0.1, τm = 0 in block 2, and m0 = 0.1, τb − τm = 1.2
in block 3. ** denotes the key metric that is worth noting.

End of training stage Inference with τp∗

m0 Clean AA Clean** AA

0 63.51 28.47 75.98 30.46

0.1 63.17 29.13 75.51 31.24

0.2 60.6 29.04 74.83 32.04

0.3 56.59 28.63 71.31 31.28

τb − τm Clean** AA Clean AA

0 63.51 28.47 75.51 31.24

0.5 68.58 30.55 75.77 30.94

1 73.93 31.52 75.42 31.61

1.5 74.67 30.95 74.67 30.95

τm Clean AA Training gap**

-0.3 74.88 30.66 44.22

0 75.08 31.79 43.29

0.3 74.51 32.04 42.47

0.6 71.84 31.41 40.43

5.3. Further Analysis

Effect of Data Scale. Since a long-tailed dataset differs

from the full dataset by both class-wise sample numbers

and the overall data scale, we conduct a comparison with

1) the original full dataset (Full) and 2) a dataset with the

same number of samples as the long-tailed version but is

uniformly distributed (Sml-Bal). From the per-class recall

shown in Fig. 5, we can see that: (1) Performance of Sml-

Bal are uniformly lower than that of the full dataset. (2)

Table 4. Experimental results on CIFAR-10-LT with different IRs

IR Methods Clean PGD MIM CW AA

100

AT 56.72 27.27 27.87 27.80 25.97

TRADES 45.67 26.97 27.29 26.53 25.93

Our 68.07 30.35 31.25 30.55 28.97

50

AT 62.33 29.30 29.72 30.31 28.15

TRADES 54.29 30.20 30.53 29.58 28.94

Our 73.93 34.24 35.37 34.58 32.70

20

AT 74.09 33.59 34.=65 34.27 32.02

TRADES 65.17 34.65 35.29 34.07 33.06

Our 78.49 39.17 40.44 39.38 37.58

10

AT 79.45 37.11 37.93 38.31 35.51

TRADES 72.92 39.15 39.95 38.41 37.33

Our 81.20 40.22 41.75 40.91 38.90

The basic AT framework produces an apparent decrease in

recall from head to tail on both clean and attacked images.

Specifically, head classes gain even higher robustness than

balanced baselines, indicating that the intrinsic prediction

bias raise their resistance to attack. (3) Our RoBal (LT-Our)

applied to the long-tailed dataset efficiently re-balances the

per-class recall compared with the baseline (LT-base).

Effect of Imbalance Ratio. We also constructed long-

tailed datasets with different imbalanced ratios (IR) follow-

ing [7] to evaluate the performance of AT, TRADES [50],

and our methods. As shown in Table 4, our method outper-

forms the baseline and TRADES [50] remarkably on both

natural accuracy and robust accuracies over different IRs.

6. Conclusion

In this paper, 1) we first reveal the negative impacts in-

duced by long-tailed data distribution on both recognition

performance and adversarial robustness, uncovering the in-

trinsic challenges of this problem. 2) Then, a systematic

study on existing long-tailed recognition approaches and

their combination with the adversarial training framework

contributes several valuable observations. 3) Finally, in-

spired by them, we propose a clean yet effective framework

that benefits from the norm-invariant property of cosine

classifier and a two-stage re-balancing framework, which

outperforms existing state-of-the-art defense methods. To

our best knowledge, we are the first to tackle adversarial

robustness under long-tailed distribution, which we believe

would be a significant step towards real-world robustness.
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